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Abstract—As network resources are shared between many users, resource management must be a key part of any communication system as it is needed to provide seamless communication and to ensure that applications and servers receive their required Quality-of-Service. However, mobile environments also need to consider handover issues. Furthermore, in a highly mobile environment, traditional reactive approaches to handover are inadequate and thus proactive techniques have been investigated. Recent research in proactive handover techniques, defined two key parameters: Time Before Handover and Network Dwell Time for a mobile node in any given networking topology. Using this approach, it is possible to enhance resource management in common networks using probabilistic mechanisms because it is possible to express contention for resources in terms of: No Contention, Partial Contention and Full Contention. This proactive approach is further enhanced by the use of a contention queue to detect contention between incoming requests and those waiting for service. This paper therefore presents a new methodology to support proactive resource allocation for future networks such as Vehicular Ad-Hoc Networks. The proposed approach has been applied to a vehicular testbed and results are presented that show that this approach can improve overall network performance in mobile heterogeneous environments.

Index Terms—Resource Allocation, Contention, Proactive Handover, Vehicular Ad-Hoc Network, Heterogeneous Network, Mobile Network

I. INTRODUCTION

We are rapidly moving towards a world in which mobile systems will be operated using the 4As paradigm of seamless communication: Any-time, Anywhere, Anything and Anyhow. This includes support for seamless connectivity in highly mobile environments, where traditional reactive handover techniques have been found to be inadequate because of high speeds as resources must be quickly allocated and de-allocated as users move around. Hence, good resource management must be considered as a key enabling mechanism to allow seamless connectivity and to provide Quality-of-Service (QoS) in highly mobile environments. This issue needs to be examined in future network requirements such as 5th generation (5G) mobile networks [1].

A major challenge that must be addressed is to understand the contention for network resources by mobile users. Contention means competition for resources such as wireless channels and hence, it affects how resources can be used. A clear illustration of this is at crowded events where cellular networks must handle higher than normal voice and data traffic volumes. Despite the use of portable Base Stations (BSs) to temporarily increase communication capacity, these events still present significant challenges for network operators [2] and thus, a better approach to resource allocation is needed.

A heterogeneous networking (HetNet) environment, where there are several networks operating, may be able to address these concerns but the ability to handover to available networks with a high probability of using the resource becomes crucial. This is also true in vehicular networks where low latency and high reliability must be guaranteed to support safety applications. Hence, there must be a closer association between handover and mobility management of the mobile nodes (MNs) and resource allocation in the network.

The Y-Comm framework [3] was developed to explore seamless communication and combines communication, mobility, QoS and security. The researchers of Y-Comm have made major contributions in the areas of proactive handover to provide seamless communication by introducing the ability to accurately estimate Time Before Handover (TBH) which is the time after which the handover should occur and Network Dwell Time (NDT) which is the time the MN will spend in the coverage of the new network. These two parameters were used to study proactive handover in the mobile environment. In this paper, we investigate how these two parameters can also be used to aid the proactive management of resources by analysing the contention between mobile users for communication channels in wireless networks. These two parameters allow us to determine the times when different nodes will need to acquire and release resources due to mobility. Therefore, it is possible to explore periods of contention for resources which, in turn, will allow us to develop heuristic algorithms to optimise resource allocation in a heterogeneous environment [4].

The contributions of this paper are therefore as follows:

• Using probabilistic techniques, we first analyse the contention among various mobile users in trying to acquire
a communication channel in a wireless cell. We find the probabilities of No Contention, Partial Contention and Full Contention.

- We introduce two new queuing models, the first calculates the probability that an MN will never acquire a channel amongst various simultaneous requests for the channel and hence the MN can be immediately instructed to be handed over to another network.
- The second case proposes a further refinement by introducing the concept of a contention queue which is used to analyse users waiting to acquire the channel before they reach the coverage area of the next network.
- Using simulation, we show that these two new models significantly improve the overall system performance compared to reactive handover multi-channel queueing models in terms of mean response time and throughput.
- As an example, we show how this approach can be applied to a Vehicular Ad-hoc Network (VANET) network. Preliminary results show that this approach can be effective in improving the overall network performance in a heterogeneous environment.
- Though contention analysis has been used to analyze systems such as wired and wireless networks, this work greatly extends this approach to look at mobile heterogeneous environments where different wireless technologies may be used. The approach is particularly suited to heterogeneous systems where many networks may be operating at the same time in the local area.
- Finally, the proposed approach only uses the mobility of the node and the coverage of the network to determine the key input parameters. These parameters can be determined in great detail for any networking technology and so this approach can be integrated with other analytical techniques.

The rest of the paper is organized as follows: Section II presents the related work while Section III describes the classical handover approach. Section IV investigates the coverage parameters for wireless networks. Section V details the proactive resource allocation for different types of contention in a wireless network and presents the analytical modelling to calculate the probability of different contention outcomes for two node and three node scenarios. Section VI shows the application of this analytical approach to develop two new proactive resource allocation technique using queueing models and results for the same are presented. Section VII introduces the VANET Testbed and the application of the proactive models on the testbed. Section VIII concludes the paper.

II. RELATED WORK

Research into resource allocation in communication networks has a long and distinguished history. The aim of this research is to develop efficient algorithms to allocate resources so as to enhance network stability and to enforce a level of fairness amongst users. In 1998, Kelly et al. [5], introduced the notion of Network Utility Maximization (NUM) and formulated resource allocation as an optimization problem for the first time. The authors assumed a wired network consisting of fixed capacity links and a set of users that wanted to transmit data to a set of destination nodes. The path of the traffic is known a priori and does not change during the optimization process. The main assumptions of this framework are that utility functions of the transmission rates are concave in nature and that all links have a fixed capacity.

This work was extended to look at inelastic flows where the utility function was linked to Quality of Experience (QoE) as a function of the bandwidth being delivered to applications such as HTTP, VoIP and IPTV [6]. Such techniques have also been used to investigate multi-hop wireless networks [7]. This approach was further extended to look at networks with high signal-to-interference-plus-noise ratio (SINR) and derived utility functions for common applications in this environment [8].

Though this approach has been effective, its usefulness is limited in mobile heterogeneous environments for two reasons. The first is handover in which users are continually being switched between different BSs. The rate of handover is determined by the speed and path taken by the user and therefore has to be modelled for this framework. In [9], the authors looked at resource allocation for multimedia applications in the network of LTE small cells. The work assumed that mobile devices have a Handover (HO) monitor application, which allows them to calculate TBH and NDT to ensure seamless connectivity [10]. So managing handover is now a key part of resource management in modern networks. The second issue is that heterogeneous environments may involve several networks with different QoS. This introduces network selection issues based on different criteria depending on if the handover is imperative or alternative [11]. In addition, in these environments, we need to simultaneously allocate resources fairly to users, and at the same time ensure the efficient management of several different networks. It should be realised that it may be difficult to optimize these two factors in the face of network selection by mobile users. In [12], the authors looked at network selection in competitive networks using a game-theory approach. This effort developed a network selection algorithm based on reputation, degradation, price and availability.

A lot of research has been done to investigate handover in mobile heterogeneous environments in order to guarantee the delivery of acceptable QoS in such environments. A joint optimization was proposed in [13] to solve the handover problem in heterogeneous networks, especially in VANETs and cellular technologies, to keep a balanced load across all access points (APs) and to maximize the data rate of overall networks. In addition, in [14] an intelligent handover decision approach was proposed to minimize the handover failures and unnecessary handovers whilst maximizing the usage of resources. However, the limitations of current reactive networks were highlighted in [15].

Knowing the velocity and current position of an MN could help to estimate where the MN is heading, thus the next position of the MN where handover might be performed can be predicted. Proactive handover in which the MN actively attempts to decide when and where to handover has been shown to be an efficient handover policy mechanism to minimize
packet loss and service disruption. In addition, an impending handover can be signalled to the higher layers of the network protocol stack [16].

Recent endeavours in [17] and [18] clearly show that researchers are interested in proactive handover or predictive handover mechanisms, however these efforts considered parameters such as user preferences, user location and application requirements and therefore used techniques such as proactive caching but failed to analyse the effects of the lower layers on these parameters as highlighted in [19] and [20]. For example, the authors in [21] proposed a proactive networking paradigm where the network anticipates user demand for networking resources in advance and utilizes this predictive ability to reduce the peak to average ratio of the wireless traffic, and thus yielded savings in the required resources to guarantee certain QoS metrics. The system and method presented focused on the existing cellular architecture and involved the design and analysis of learning algorithms, incentive techniques and predictive resource allocation strategies to maximize the efficiency of proactive cellular networks. In addition, a hierarchical VANET architecture was proposed in [22] which supports content caching at different layers. The authors used the vehicle dataset collected from a VANET testbed deployed in the city of Porto, Portugal. The proposed model supports prefetching mechanism assisted by vehicle mobility prediction. The predicted locations of the vehicles are used to pre-fetch users content before their explicit requests. The proposed mobility prediction solution in [22] is a simple Markov chain-based model, which adaptively selects the first- or the second-order Markov chain model based on the available trace quality.

Though all the efforts discussed above have provided some useful results, what is clearly missing is a method of analysing contention of network resources. This is true in a highly mobile environment, which is the focus of this paper. Contention analysis has been applied to all the different types of networks that have been discussed and can help to achieve fairness as well as good overall networking performance.

### Table I

**Comparison of Different Network Management Mechanisms**

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Papers</th>
<th>Analytical Method</th>
<th>Networks</th>
<th>Fairness</th>
<th>Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proactive Handover</td>
<td>[15] - [17]</td>
<td>Location or user preferences</td>
<td>HetNet</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Contention Analysis</td>
<td>Proposed Model</td>
<td>TBB, NDT + Markov Process</td>
<td>All Networks</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Table II

**Notations Used**

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{EH}$</td>
<td>Time taken to execute a handover</td>
</tr>
<tr>
<td>$R_{H}$</td>
<td>Handover radius</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Velocity of the mobile node</td>
</tr>
<tr>
<td>$R_{E}$</td>
<td>Exit radius</td>
</tr>
<tr>
<td>$T$</td>
<td>Time before handover</td>
</tr>
<tr>
<td>$R$</td>
<td>Network dwell time</td>
</tr>
<tr>
<td>$h$</td>
<td>Time to handover</td>
</tr>
<tr>
<td>$T$</td>
<td>Time to get resource</td>
</tr>
<tr>
<td>$N$</td>
<td>Resource hold time</td>
</tr>
<tr>
<td>$g$</td>
<td>Handover prepare time</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$Z$</td>
<td>Delay due to contention</td>
</tr>
<tr>
<td>$t_c$</td>
<td>Current time</td>
</tr>
<tr>
<td>$t_{det}$</td>
<td>Detection Time</td>
</tr>
<tr>
<td>$t_{con}$</td>
<td>Configuration time</td>
</tr>
<tr>
<td>$t_{reg}$</td>
<td>Registration time</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Reciprocal of $T$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Reciprocal of $N$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Total arrival rate</td>
</tr>
<tr>
<td>$\lambda_e$</td>
<td>Effective arrival rate</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>Service rate</td>
</tr>
<tr>
<td>$S$</td>
<td>Number of server/channel</td>
</tr>
<tr>
<td>$Q$</td>
<td>Maximum number of request in queue</td>
</tr>
<tr>
<td>$U$</td>
<td>Total number of users in the system</td>
</tr>
<tr>
<td>$\mu_m$</td>
<td>Mobility rate</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>Service rate for state $i$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Traffic intensity</td>
</tr>
<tr>
<td>$P_i$</td>
<td>State probability</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Throughput</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Full contention among arrivals around same time</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Requests leaving the queue due to Full contention</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Adjustment/swapping of requests in queue due to contention</td>
</tr>
</tbody>
</table>
III. RESOURCE ALLOCATION IN CLASSICAL HANDOVER APPROACH

We start our analysis by looking at classical handover which occurs when an MN changes its Point of Attachment (PoA) from the current wireless network to another network using a reactive approach i.e., the handover is initiated only after the MN is within the network coverage of the next wireless network. This section explains and represents the classical handover approach [4] for wireless and mobile environments where the request from MN is placed in the queue to be served i.e., waiting to use the data channel as shown in Fig. 1.

![Fig. 1. Classical Handover Multi-Channel Queueing System](image)

The channel uses a first-in-first-out (FIFO) service and requests are placed in the queue if the channel is busy. The arriving requests may be sent from different users to the system. Hence, the inter-arrival time of consecutive requests follows a Poisson process which can be distributed as an exponential distribution with arrival rate \( \lambda \). \( U \) is the number of users in the system. Therefore, the total arrival rate (\( \lambda \)) is:

\[
\lambda = \sum_{i=1}^{U} \lambda_i
\]

In this system, \( \mu_s \) is the rate at which the requests are being served per server/channel, \( S \) is the number of servers/channels, the maximum number of requests in the queue is given by \( Q \). In addition, the MN can leave the system due to mobility which is denoted as \( \mu_m \), as shown in Fig. 1, where the multi-channel classical model is illustrated. Thus, \( \mu_m \) can be calculated using a two-dimensional fluid flow model where MNs are assumed to be uniformly distributed in the whole service area and an MN is equally likely to move in any direction. According to the fluid flow model, the average moving speeds of non-real-time MN and real-time MN are equal. Therefore, the average cell outgoing rate of MNs is given by Equation 2 which is a well-known approach and can be found in [23].

\[
\mu_m = \frac{E[\nu] \cdot L}{\pi \cdot A}
\]  

Where \( E[\nu] \) is the average velocity (\( \nu \)) of MN, \( L \) is the length of the perimeter of cell (a cell with an arbitrary shape is assumed), and \( A \) is the area of the cell. Hence, the total channel holding time of a call is exponentially distributed with mean \( 1/(\mu_s + \mu_m) \). If there are fewer than \( S \) requests in the system, \( i < S \), only \( i \) of the \( S \) channels are busy and the combined service rate for the system is \( i(\mu_s + \mu_m) \). Hence \( \mu_i \) can be calculated as follows:

\[
\mu_i = \begin{cases} 
  i(\mu_s + \mu_m) & 0 \leq i < S \\
  S\mu_s + i\mu_m & S \leq i \leq S + Q 
\end{cases}
\]

\[
\mu_i = \begin{cases} 
  i(\mu_s + \mu_m) & 0 \leq i < S \\
  S\mu_s + i\mu_m & S \leq i \leq S + Q 
\end{cases}
\]

![Fig. 2. Classical Handover Multi-Channel State Diagram](image)

In addition, \( \rho \) is the traffic intensity in the system where \( \rho = \lambda/\mu \). \( P_i \) is the probability that there are \( i \) requests in the system as shown in Fig. 2. Assuming a system in a steady state, the state probabilities, \( P_i \)'s, can be obtained as in Equation (4) which has been derived in [4].

\[
P_i = \frac{\lambda^i P_0}{i!(\mu_s + \mu_m)^i} \quad 0 \leq i \leq S
\]

\[
P_i = \frac{\lambda^i P_0}{i!(\mu_s + \mu_m)^i} \quad 0 \leq i \leq S
\]

\[
P_i = \frac{\lambda^i P_0}{i!(\mu_s + \mu_m)^i} \quad 0 \leq i \leq S
\]

The mean queue length (MQL) i.e., the average number of requests in the system, can then be calculated as \( MQL = \sum_{i=0}^{S+Q} i \cdot P_i \) which gives:

\[
MQL = \left[ \sum_{i=0}^{S} \frac{i\rho^i}{i!} + \sum_{i=S+1}^{S+Q} \frac{\lambda^i}{i!} \cdot \frac{\rho^S}{(S+1)!} \cdot \left( \frac{\rho}{\mu_s + \mu_m} \right)^i \right] P_0
\]

\[
MQL = \left[ \sum_{i=0}^{S} \frac{i\rho^i}{i!} + \sum_{i=S+1}^{S+Q} \frac{\lambda^i}{i!} \cdot \frac{\rho^S}{(S+1)!} \cdot \left( \frac{\rho}{\mu_s + \mu_m} \right)^i \right] P_0
\]

\[
MQL = \left[ \sum_{i=0}^{S} \frac{i\rho^i}{i!} + \sum_{i=S+1}^{S+Q} \frac{\lambda^i}{i!} \cdot \frac{\rho^S}{(S+1)!} \cdot \left( \frac{\rho}{\mu_s + \mu_m} \right)^i \right] P_0
\]

In addition, the throughput (\( \gamma \)) and mean response time (MRT) of the system can be calculated as follows:

\[
\gamma = \sum_{i=0}^{S+Q} i \cdot \mu_i P_i
\]

\[
\gamma = \sum_{i=0}^{S+Q} i \cdot \mu_i P_i
\]

\[
\gamma = \sum_{i=0}^{S+Q} i \cdot \mu_i P_i
\]

\[
MRT = \frac{MQL}{\gamma}
\]

\[
MRT = \frac{MQL}{\gamma}
\]

\[
MRT = \frac{MQL}{\gamma}
\]

IV. WIRELESS NETWORK COVERAGE PARAMETERS FOR MOBILE NETWORKS

In this section, we introduce a set of network coverage parameters. The network coverage area is a region with an irregular shape where signals from a given PoA i.e., AP or BS can be detected. The communication with the PoA is unreliable at the boundary and beyond the coverage area signals from the PoA cannot be detected. For seamless communication, handover should be finished before the coverage boundary is reached. Hence, two circles are now defined: the outer circle is denoted by the handover radius (\( R_H \)). The inner circle is represented by the exit radius (\( R_E \)) and is used to ensure smooth handover as detailed in [16]. The handover must begin at the exit radius and should be completed before reaching the handover radius boundary as shown in Fig. 3.

The exit radius will therefore be dependent on the velocity, \( \nu \), of the MN. If we represent the time taken to execute a handover by \( T_{EH} \), then:
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Fig. 3. Wireless Communication Network Coverage for an Arbitrary Network

\[ T_{EH} \leq \frac{(R_H - R_E)}{\nu} \]  \hspace{1cm} (8)

Hence, the exit radius can be given as shown in Equation (9)

\[ R_E \leq R_H - (\nu * T_{EH}) \]  \hspace{1cm} (9)

So, the faster an MN moves, the smaller the \( R_E \) at which handover must begin. Given that we know the time taken to execute a handover, the velocity of the MN and handover radius, then we can calculate the exit radius which is dependent on the handover radius. A good estimation of the handover radius is required for the proposed approach which depends on the propagation models being used. The time taken to effect a handover was shown to be influenced by various factors such as Detection Time (\( t_{det} \)), Configuration Time \( (t_{con}) \), Registration Time \( (t_{reg}) \) and Adaptation Time \( (t_{adp}) \) as discussed in [16].

Since reactive handovers respond to network conditions all four times must be added together because the MN knows nothing beforehand about the characteristics of the various networks. However, for the proactive handover, there is no detection time since the MN would know where all the local networks are located. This is particularly valid for vehicular networks as the route is fixed and therefore, the location of the next (target) network is likely to be known. Configuration time is also negligible since the MN will know the IP address of the target network. Registration Time is still valid. In addition, for proactive networks, the need for the transport protocol to adapt, for example, by changing its window size, can be signalled before or during handover and not after the handovers occur. Therefore, it means that the adaptation time can be done in parallel with the registration time. So, for proactive handover,

\[ T_{EH} = MAX(t_{reg}, t_{adp}) \] \hspace{1cm} (10)

Our previous work on proactive handover in [24] showed that the above-mentioned coverage parameters can be segmented into communication ranges and presented an in-depth analysis of such segmentation and their importance in order to achieve a seamless handover. In this paper, we further explore and redefine the communication range segments as shown in Fig. 4 which is needed for achieving both proactive handover and resource allocation in a highly mobile environment.

Fig. 4 shows a more advanced scenario in which three consecutive overlapping wireless networks are segmented based on various key time variables which can be used to enhance handover and resource allocation. An example of such a scenario has been developed to study and test vehicular communication in London where a Middlesex (MDX) VANE/ETSI-G5 testbed, with three overlapping Road-side Units (RSUs), was deployed on the A41 motorway which runs behind the Hendon campus of Middlesex University.

Time before handover (\( \Upsilon \)) is the time after which the handover process should start and Time to handover (\( h \)) is the time before which the handover to next coverage range has to be completed to ensure seamless connectivity. Network Dwell Time (\( \Upsilon \)) as defined in the Y-Comm Framework is the time MN will spend in the coverage i.e., the Network Dwell Distance (NDD) of new network. Time to get resource (\( \Upsilon \)) is the time when the actual resource requested is available to the requested user, because even after entering the network’s coverage range with a successful soft handover, the resource required by the MN - in this case the wireless data channel - might not be available, for example, other users might be holding the resource. Resource Hold Time (\( \Upsilon \)) is the resource usage time or when actual exchange of data is taking place. Handover Prepare Time (\( \Upsilon \)) is the time taken to prepare for handover during which the resource usage or data transmission will be paused and will be resumed after successful handover to the new network. Usually \( h \) and \( \Upsilon \) are very small compared to the values of other segments and therefore, \( \Upsilon \) can be approximately equal to \( \Upsilon \) if there are resources immediately available in the new network, i.e., if there is no contention.

V. PROACTIVE RESOURCE ALLOCATION AND CONTENTIONS APPLIED TO ACQUIRING A CHANNEL IN A WIRELESS NETWORK

Resource allocation in mobile networks is commonly used, but there is a persistent danger of a mobile user waiting for the channel and never acquiring it due to mobility resulting
in suboptimal network performance. Therefore, it is necessary to analyse in detail the contention between individual mobile users in order to increase the effective use of communication resources. In this section, we look at contention for channel resources using three possible outcomes: No Contention, Partial Contention and Full Contention based on two key parameters i.e., Time to get resource, $T$ and Resource Hold Time, $N$. Here, 

$$T = h + Z \quad (11)$$

Where, $h$ is the time to handover and $Z$ is the delay due to contention or queuing effects for the resource in the new network. Hence,

$$N = N - Z \quad (12)$$

Where, $N$ is the network dwell time.

Therefore, the aim of this work is to minimize $Z$ and in order to do that we need to perform a detailed analysis of contention. We will look into a simple scenario where a network uses a single channel and two MNs are moving at a velocity $(v)$ towards that network range as shown in Fig. 5. MN$_A$ and MN$_B$ can request the channel for communication. Assuming that $v$, the velocity and $t_c$, the current time of the node are known; $T$, the time to get resource and $N$ which is the estimated resource hold time of the MN in the next network, can both be represented using a probabilistic distribution such as the exponential distribution. Hence, $T_{MN}$ and $N_{MN}$ are instantaneous values for Node$_{MN}$ based on their probabilistic distribution at time $t_c$.

The time when the channel will be needed for communication and when a MN will release the channel is as shown below:

- MN$_A$ needs channel at $(t_c + T)_A$
- MN$_A$ releases the channel at $(t_c + T + N)_A$
- MN$_B$ needs channel at $(t_c + T)_B$
- MN$_B$ releases the channel at $(t_c + T + N)_B$

In our analysis, based on the channel request and holding time of MN$_A$ and MN$_B$, there are three possible contention outcomes. For a two node scenario, all the possible conditions for a given contention outcome can be represented in a tree form as shown in Fig. 6. In addition, for simplicity, $t_c$ is assumed to be zero. The left branch of the tree shows the

condition for MN$_A$ entering the next coverage range first i.e., $T_A < T_B$ and right branch shows the conditions for MN$_B$ entering the next coverage range first i.e., $T_B < T_A$. To identify the type of contention; the branch which satisfies the condition has to be followed until the last requisite condition is met. In the analysis described below, $\wedge$ represents 'logical AND'.

A. No Contention

No Contention occurs when:

$$(T_A < T_B) \wedge (T_A + N_A < T_B)$$

If $(T + N)_A < T_B$ i.e., the channel release time of MN$_A$ is less than the time when MN$_B$ needs the channel. Hence, there is no contention as MN$_B$ needs the channel after MN$_A$ has used the channel.

B. Partial Contention

Partial Contention occurs when:

$$(T_A < T_B) \wedge (T_A + N_A > T_B) \wedge (T_A + N_A < T_B + N_B)$$

If $T_A < T_B$ and $(T + N)_A < (T + N)_B$ i.e., the channel release time of MN$_A$ is less than the channel release time of MN$_B$. This means that MN$_A$ uses the channel first; however, MN$_A$ releases the channel when MN$_B$ is still within range to make use of the channel and hence this is called a partial contention.

C. Full Contention

Full Contention occurs when:

$$(T_A < T_B) \wedge (T_A + N_A > T_B) \wedge (T_A + N_A > T_B + N_B)$$

If $T_A < T_B$ and $(T + N)_A > (T + N)_B$ i.e., the channel release time of MN$_A$ is greater than the channel release time of MN$_B$. In this scenario, MN$_A$ uses the channel and releases the channel when MN$_B$ is no longer in range of the next network due to mobility. Hence, MN$_B$ never gets access to the channel, this is called full contention.

Therefore, in the event of a full contention MN$_B$ will not get the channel in the next network. If this full contention can be identified and notified before MN$_B$ reaches the next network range, then MN$_B$ can use other available networks via vertical handover techniques instead of waiting for the channel which will never be available while the MN$_B$ is in the coverage range of the network. For no or partial contention MN$_B$ can be signalled that it will get to use the channel and hence can queue for service. This approach should result in better network performance.

D. Probability Of Contention Between Mobile Nodes Competing for the Same Network - Two Mobile Nodes Competing

In order to find the probability of No Contention, the respective conditions shown in Fig. 6 have to be satisfied. In addition, the probabilities of all possible outcomes must sum to one. That is, the sum of the probabilities of No Contention, Partial Contention and Full Contention for MN$_A$ and MN$_B$ is always equal to one.
Now the conditions in each level of tree have to be considered in acquiring the probability of each different type of contention. Hence, we define our variables as shown below:

- $Z$ is an exponential random variable of $T_A$
- $Y$ is an exponential random variable of $N_A$
- $X$ is an exponential random variable of $T_B$
- $W$ is an exponential random variable of $N_B$

where $\tau_A$ and $\tau_B$ are the reciprocals of the average time that $MN_A$ and $MN_B$ will take to reach the new network, while, $\eta_A$ and $\eta_B$ are the reciprocals of the estimated mean dwell time (seconds) in the new network.

- $\tau_A = \frac{1}{T_A}$
- $\eta_A = \frac{1}{N_A}$
- $\tau_B = \frac{1}{T_B}$
- $\eta_B = \frac{1}{N_B}$

1) No Contention: The conditions of No Contention for $MN_A$ can be represented by limits as shown in Fig. 7. We now define the variable $G$ which is the sum of $T_A + N_A$ and can be expressed as $G = Z + Y$; hence the $P(G = g)$ is as shown in Equation (13).

$$\int_0^g \tau_A e^{-\tau_A z} \eta_A e^{-\eta_A (g-z)} dz$$

(13)

The probability of No Contention for Node A is given by the following conditions which are used to generate the limits for the resulting probabilities:

- $z < x$
- $g < x$

Note if $g < x$, it implies that $z < x$. Therefore, for $P(\text{No Contention}) = P(G = g)P(x > g)$ where $g$ goes from 0 to $\infty$ which is given in Equation (14)

$$\int_0^\infty \int_0^g \tau_A e^{-\tau_A z} \eta_A e^{-\eta_A (g-z)} \left( \int_0^\infty \tau_B e^{-\tau_B r} dr \right) dz dg$$

$$= \frac{\tau_A \eta_A}{(\tau_A + \tau_B)(\eta_A + \tau_B)}$$

(14)

2) Partial Contention: As shown in Fig. 7, the conditions of Partial Contention for $MN_A$ can be represented below and are used to generate the limits for the resulting probabilities. The variable $R$ which is the sum of $T_B + N_B$ can be expressed as $R = X + W$.

- $z < x$
- $g > x$
- $g < r$

This implies that $x > z$ and $x < g$ and $r > g$ which is represented by Equation (15)

$$\int_0^\infty \int_z^g \tau_B e^{-\tau_B x} \eta_B e^{-\eta_B (r-x)} dx dr$$

(15)

Therefore, since $g$ goes from 0 to $\infty$, the probability of Partial Contention for $MN_A$ is given by:

$$\int_0^\infty \int_z^g \tau_B e^{-\tau_B x} \eta_B e^{-\eta_B (r-x)} dx dr$$

$$= \frac{\tau_A \tau_B \eta_A}{(\tau_A + \tau_B)(\eta_A + \tau_B)(\eta_A + \eta_B)}$$

(16)

3) Full Contention: As shown in Fig. 7 the conditions of Full Contention for $MN_A$ can be represented below and are used to generate the limits for the resulting probabilities.

- $z < x$
- $g > x$
- $g < r$

In Full Contention, $x$ goes from $z$ to $r$ and $r$ goes from $z$ to $g$ as shown in Equation (17).
The probability of Full Contention for MN_A is given by:

\[
\int_0^\infty \int_0^\infty g_A e^{-\tau_A g_A} \eta_A e^{-\tau_A (g-z)} d\tau d\eta = \frac{g_A \eta_A e^{-(\tau_A + \eta_A) g_A}}{(\tau_A + \eta_A) (\eta_A + \eta_B)}
\]

Similarly, the probabilities of No, Partial and Full Contention can be derived for MN_B.

### Algorithm 1: Two Node Simulation Logic

**Precondition:** T_A, N_A, T_B and N_B are the exponential random values for a given mean value.

**function CONTENTION(T_A, N_A, T_B, N_B):**

- No_A_Count, Partial_A_Count, Full_A_Count ← 0
- No_B_Count, Partial_B_Count, Full_B_Count ← 0

for i ← 1 to 1000000 do

  if No Contention for Node_A then
    No_A_Count ← No_A_Count + 1
  end if

  if Partial Contention for Node_A then
    Partial_A_Count ← Partial_A_Count + 1
  end if

  if Full Contention for Node_A then
    Full_A_Count ← Full_A_Count + 1
  end if

  if No Contention for Node_B then
    No_B_Count ← No_B_Count + 1
  end if

  if Partial Contention for Node_B then
    Partial_B_Count ← Partial_B_Count + 1
  end if

  if Full Contention for Node_B then
    Full_B_Count ← Full_B_Count + 1
  end if

end for

**function PROBABILITY(Count):**

return Probability = Count/1000000

**end function**

4) **Comparison of Results for Two Nodes:** These results were verified using a discrete event simulation MATLAB program, where instantaneous values of T and N for the various nodes were generated using exponential function with chosen mean values i.e., mean time in seconds to get the resource and mean time in seconds to hold the resource. These values were then compared according to our conditions to determine the contention outcome of each set of values to yield No Contention, Partial Contention and Full Contention conditions. One million sets of values were considered and the results of different contention outcomes were summed and divided by the total number of events to get the probability of each type of contention as shown in Algorithm 1 which was then compared with the analytical results. The results of the analytical model is in good agreement with the simulation results with an error rate of less than 2%. Table III shows the comparison of probability of different types of contention between simulation and analytical model. Here the MN_A and MN_B’s (T, N) values are (50, 10) and (10, 10) respectively. The table also shows that all the probabilities of MN_A and MN_B sum to one for both simulation and analytical model.

### Table III

<table>
<thead>
<tr>
<th>Contention Type</th>
<th>Model Node A</th>
<th>Simulation Node A</th>
<th>Model Node B</th>
<th>Simulation Node B</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Contention</td>
<td>0.083333</td>
<td>0.082815</td>
<td>0.694444</td>
<td>0.695925</td>
</tr>
<tr>
<td>Partial Contention</td>
<td>0.041667</td>
<td>0.041925</td>
<td>0.069285</td>
<td>0.069285</td>
</tr>
<tr>
<td>Full Contention</td>
<td>0.041668</td>
<td>0.041125</td>
<td>0.068925</td>
<td>0.068925</td>
</tr>
<tr>
<td>Total</td>
<td>0.166668</td>
<td>0.165865</td>
<td>0.833332</td>
<td>0.834135</td>
</tr>
</tbody>
</table>

E. **Three Mobile Nodes Competing**

Based on the analysis and results of the Two Node Model, it is possible to extend this approach to Three Node scenario as discussed in this section. The probability of contention between three nodes competing for the same network around the same time can be represented in generic tree form as shown in Fig. 8. When combining simpler conditions ∧ & ∨ is used as a logical AND; while ∧ is used to amalgamate complex conditions. In a three node scenario for each condition shown in Fig 8, for example, (T_A < T_B ∧ T_A < T_C), there are only one No contention condition as shown below:

\[ \{ (T_A + N_A < T_B) \land (T_A + N_A < T_C) \} \]

And one Full contention as shown below:

\[ \{ (T_A + N_A > T_B) \land (T_A + N_A > T_C) \} \land \{ (T_A + N_A > T_B + N_B) \land (T_A + N_A > T_C + N_C) \} \]

But there are seven partial contention conditions, and this is due to different combination outcomes as shown below:

1) \[ \{ (T_A + N_A > T_B) \land (T_A + N_A > T_C) \} \land \{ (T_A + N_A < T_B + N_B) \land (T_A + N_A < T_C) \} \]

2) \[ \{ (T_A + N_A > T_B) \land (T_A + N_A < T_C) \} \land \{ (T_A + N_A > T_B + N_B) \land (T_A + N_A < T_C) \} \]
3) \((\{T_A + N_A < T_B\} \&\& \{T_A + N_A > T_C\}) \land \{(T_A + N_A < T_B) \&\& (T_A + N_A > T_C + N_C)\}\)

4) \((\{T_A + N_A < T_B\} \&\& \{T_A + N_A > T_C\}) \land \{(T_A + N_A < T_B) \&\& (T_A + N_A > T_C + N_C)\}\)

5) \((\{T_A + N_A > T_B\} \&\& \{T_A + N_A > T_C\}) \land \{(T_A + N_A > T_B) \&\& (T_A + N_A > T_C + N_C)\}\)

6) \((\{T_A + N_A > T_B\} \&\& \{T_A + N_A > T_C\}) \land \{(T_A + N_A > T_B + N_B) \&\& (T_A + N_A > T_C + N_C)\}\)

7) \((\{T_A + N_A > T_B\} \&\& \{T_A + N_A > T_C\}) \land \{(T_A + N_A > T_B + N_B) \&\& (T_A + N_A > T_C + N_C)\}\)

Due to the limitation of space in this article, derivations and the resultant formulas are not presented. However, the results of the analytical model when compared with the simulation are in good agreement with an error rate of less than 5%.

**F. Observations from two and three node systems**

The number of equations or formulas needed to compute the probabilities of No, Partial and Full Contention for \(N\) number of Nodes is:

\[3^N - N\]  \tag{19}\]

Furthermore, if the number of outcomes is known then the possible number of contention outcome for \(N\) nodes is given by:

\[(\text{Number of Outcomes})^{N-1}N\]  \tag{20}\]

A key observation in this model is that by using the process of induction, there appears to be a general formula for calculating the probability of No Contention for an arbitrary node MN\(_x\) in a network of any number of nodes given by \(N\). This is shown in Equation (21).

\[
\frac{\tau_x \eta_x}{\sum_{i=1}^{N} \tau_i} \left( \eta_x + \sum_{i=1; i \neq x}^{N} \tau_i \right)
\]  \tag{21}\]

This contention analysis will now be used to develop two new proactive resource allocation queueing model that will take into account the contention between different mobile users.

**VI. PROACTIVE RESOURCE ALLOCATION QUEUING MODELS**

**A. Queuing Model Using a Decision System**

Proactive resource allocation where resources can be allocated even before the MN reaches the network will significantly improve network performance by reducing the contention for resources after reaching the network. In this approach, the decision algorithm (D) using the contention analysis above will decide whether the request for the channel will be admitted to the channel allocation queue before MNs reach the network. The service rate is, \(\mu_s\), and the requests in the queue can also leave the system due to mobility, \(\mu_m\), as shown in Fig. 9.

\(\alpha\) is the percentage of calls dropped due to Full Contention when there are a number of requests arriving around the same time and this can be calculated using the Full Contention model presented in the previous section. Hence, the effective arrival rate \((\lambda_{eff})\) to the queue is \(\lambda(1 - \alpha)\), where \(\lambda\) is the actual arrival rate and \(\alpha\) is the percentage of calls dropped due to Full Contention as shown in Equation 22. Since, \(\alpha\) is independent of \((\mu_s + \mu_m)\) the queue can be treated as a finite buffer queueing system, M/M/1/K, where \(K = S + Q\).

\[
\lambda_{eff} = \lambda(1 - \alpha) \quad \tag{22}\]

The state diagram of the proposed proactive resource allocation using a decision system is shown in Fig. 10 and the results obtained from our previous work in [4] showed that by using this proactive model, there is a smaller mean number of jobs in the system as well as a smaller blocking probability for the same value of utilization. This was done by solving the probability states of the queueing model as shown in Fig. 10. Hence, the proactive approach performs far better than the classical approach; because the system is able to capture the circumstances of Full Contention and hence MNs will be signalled that they will not get the channel and thus can immediately do a vertical handover to another network rather than waiting for a channel which they would never be allocated, leading to better overall network performance.

**B. Queuing Model Using Decision System and Contention Queue**

Though our previous proactive queuing model showed great improvement over the classical approach, it did not fully take into account the different contention scenarios. In order to do that, it is necessary to introduce another queue before the channel request queue called the contention queue. In the contention queue we explore all the possibilities of contention interaction i.e., No Contention, Partial Contention and Full Contention with current and subsequent requests. These interactions may result in a request leaving the contention queue due to Full Contention with a subsequent request or a request in queue may be rearranged due to Partial Contention with the
Let us consider a simple queue and requests with (\(T\) mobile users in this scenario (No, Partial and Full Contention). There are three possible contention possibilities that affect the next network, originating calls in the next network must because the contention queue is used before the MNs reach the relevant network, channel requests in the contention queue before the MNs reach the next network. Once the MN reaches the request will be dropped. Therefore, a new request could be dropped due to Full Contention with the entry in the contention queue or the entry in the contention queue could be dropped due to Full Contention with the incoming request. Both these scenarios result in one of the

The position of each request will depend on the values of \(T\) and \(N\) of all the nodes requesting a channel. There are three possible contention possibilities that affect mobile users in this scenario (No, Partial and Full Contention). Let us consider a simple queue and requests with \((T,N)\) arrive to the queue. If there is no contention with the requests already in the queue then the new request will be placed in the queue. The position of each request will depend on the values of \(T\) and \(N\) i.e., the requests are placed in ascending order with the least \(T\) at first position of the queue as it will be reaching the new network first. If however, the new request encounters a partial contention then the \(N\) value, i.e., the resource hold time of requests with the higher \(T\) value will be modified and the request with the smaller \(T\) value will be placed before the modified request. This phenomenon of adjustments or re-arrangement in the queue due to No Contention or Partial Contention is represented as \(\theta\) as shown in Equation 23. However, since \(\theta\) does not involve a request leaving the contention queue therefore, it will have no overall effect with respect to the rate of transfer of requests to the channel allocation queue.

Before a new request is placed in the contention queue, it is compared with each entry in the queue consecutively. If there is a full contention between the new request and a given entry then the one with the higher \(T\) will be dropped. Therefore, a new request could be dropped due to Full Contention with the entry in the contention queue or the entry in the contention queue could be dropped due to Full Contention with the incoming request. Both these scenarios result in one of the requests leaving the contention queue and hence, the rate at which requests leave the queue due to Full Contention is denoted as \(\beta\).

The rate at which the incoming requests join the contention queue is given by \(\lambda(1-\alpha)\) as shown in Fig. 11. In addition, the rate at which these requests are being rejected from the contention queue is given by \(\beta\). Hence, the rate at which the requests are entering the channel queue to be serviced is given by \(\lambda(1-\alpha) * (1-\beta)\) as shown in Equation 23.

\[
\lambda_{eff} = \lambda(1-\alpha) * (1-\beta)
\] (23)

Similar to the previous queuing models, the proposed proactive resource allocation queuing model for handover considers \(S\) number of channels and can allow \(i\) requests at time \(t\) as shown in Fig. 11. \(Q\) is the queuing capacity of the proposed system. Fig. 12 shows the state diagram of the proposed model. Let’s define the states \(i (i=0,1,2\ldots S+Q)\) as the number of requests in the system at time \(t\).

\[
P_0 P_1 P_2 \ldots P_S \ldots P_{S+Q}
\]

Fig. 12. Proactive Resource Allocation State Diagram with \(\alpha\) and \(\beta\)

C. Calculating \(\alpha\) and \(\beta\)

In order to calculate \(\alpha\), we observe that \(\alpha\) is the probability of Full Contention (\(P_{Full}\)) and it is important to understand that for \(\alpha\) we are dealing with the number of simultaneous requests before entering the contention queue. In a mobile network, the number of requests arriving simultaneously at the same time is small for example, less than five requests. If the algorithm is run every 25 milliseconds or 40 times a second, say, then if we can calculate for 4 simultaneous requests, we can serve \(40 \times 4 = 160\) new calls/connections per second. This would clearly be sufficient for most ingress routers/APs. Therefore, for \(\alpha\) we do not need a model for calculating probability of a large number of simultaneous requests to the system.

To calculate \(\beta\), we must use the two-node model because \(\beta\) represents the probability of the request leaving the contention queue due to contention with the incoming request or vice-versa. So let us denote an entry already in the contention queue as Request \(A\) and an incoming request to the contention queue as Request \(B\). There are two probabilistic conditions involved in order to calculate \(\beta(n)\) as shown below, where \(n\) is the position of request in the queue.

- Probability that no request is dropped at or before \(n-1\) i.e., request before the \(n^{th}\) position. This can be represented as \(1-(P_{Full}^A + P_{Full}^B)\).\(^{n-1}\)
- Probability that the incoming request or the request already in the queue at the \(n^{th}\) position is dropped due to full contention. This can be represented as \(P_{Full}^A + P_{Full}^B\).

Therefore, the probability that a request is dropped at the \(n^{th}\) entry is:

\[
\beta(n) = (1-(P_{Full}^A + P_{Full}^B))^{n-1} \times (P_{Full}^A + P_{Full}^B)
\] (24)

We need to consecutively compare each entry in the queue with the incoming request in accordance to the probability conditions mentioned above. Therefore, \(\beta\) is:

\[
\beta = \sum_{n=1}^{N} \beta(n)
\] (25)
Using Equation 25 it is possible to calculate the probability of leaving the contention queue for different values of $N$, the number of entries in the queue and for different probabilities of Full Contention for incoming requests ($P_{Full}$). The results shown in Fig. 13, indicate that a relatively small number of entries in the queue ($N \approx 50$) will cause $\beta$ to go to 1 and hence, new requests after this time will not reach the channel queue to be serviced. This therefore, gives a good estimate of the number of requests that will need to be serviced by the channel queue due to handover.

![Fig. 13. Values of $\beta$ for different N, the number of entries in the contention queue](image)

**D. Results and Discussion**

In order to better explore the effects of the new proactive models and to show that they improve resource allocation in highly mobile environments, in this section we present the results of a detailed discrete event simulation with various values of $\alpha$ and $\beta$.

The results obtained from the proposed analytical approach are validated by using discrete event simulation. Discrete event simulation is mainly used for the validation purposes however, it can also be used for the performance evaluation of such systems. Because, it simulates the actual scenario rather than the Markov models presented in this paper. The simulation model was adopted for the scenario considered and implemented in C++ language. The simulation program developed is also validated by using well-known queuing theory models such as M/M/c, and M/M/c/L as well as results from literature [25]. The simulation model consists of the following components: An input model (arrivals) following a Poisson process to the multiple channels and mean service as well as travelling times for the MNs. Interarrival, service, and mobility times are all assumed to be exponentially distributed. For example, on an arrival event, the next arrival event is generated and the current arrival event is placed in the demand queue as well as the time of arrival is also stored. A service event indicates that the request at the head of the queue has been accepted and the time to deal with the request is calculated. Similarly, the mobility event is also calculated and placed in the simulation queue. Furthermore, if the queue is empty the channel is set to free or the next service event is generated.

The system parameters used are mainly taken from [26], [27] based on the relevant literature [24], [26], [27], [28]. The system has a fixed number of identical channels: $S=12$. $Q$ is the queuing capacity, which represents the number of requests waiting for service and is limited with $Q=100$. The average speed of the MN and the radius of the network are taken as 30km/h ($\approx$19Mph) and 1000m for all calculations, respectively. The rates are translated into requests per second in order to use consistent values. The service rate of the system $\mu_s$ is 0.01 requests/sec. The simulation was run for 10000 iterations and the results quickly converged to the average values. In addition, the simulation values and the analytical results showed a maximum discrepancy of 1.65%.

The system parameters used are mainly taken from [26], [27] based on the relevant literature [24], [26], [27], [28]. The system has a fixed number of identical channels: $S=12$. $Q$ is the queuing capacity, which represents the number of requests waiting for service and is limited with $Q=100$. The average speed of the MN and the radius of the network are taken as 30km/h ($\approx$19Mph) and 1000m for all calculations, respectively. The rates are translated into requests per second in order to use consistent values. The service rate of the system $\mu_s$ is 0.01 requests/sec. The simulation was run for 10000 iterations and the results quickly converged to the average values. In addition, the simulation values and the analytical results showed a maximum discrepancy of 1.65%.

![Fig. 14. MRT results as a function of arrival rates for different values of $\alpha$ and $\beta$](image)

**The results in terms of MRT in milliseconds for the scenario described above are shown in Fig. 14. It compares the classical resource allocation queuing model (hence, $\alpha = 0$ and $\beta = 0$), the proactive resource allocation queuing model without contention queue (hence, $\beta = 0$) and the proactive resource allocation queuing model with contention queue for different values of $\beta$. The highest response time for any given $\lambda$ is shown by the classical approach, since, this does not take into account mobility factors. The second highest response time is given by the proactive resource allocation queuing model without contention queue because, only full contention for simultaneous requests is considered. Hence, where the contention queue is also considered, this leads to lower response times. Amongst those results, the readings with highest values of $\beta$ show the least response time as more requests will be ejected from the contention queue resulting in less requests going into the channel queue. The use of the contention queue significantly increases the overall performance as it removes the contention between incoming requests and those waiting in the contention queue before MNs reach the network, hence further optimizing network resources in a heterogeneous environment. This is a new and major result of this effort.**

For the throughput results shown in Fig. 15, there is a drop in the throughput of the given network as more requests are removed from the system due to contention, however, this will improve the overall network efficiency as these requests can...
be dealt with by other networks in this heterogeneous environment. Hence, all results show that, the proactive resource allocation queuing model increases the overall network efficiency in heterogeneous environments. The models and results presented validate the building of heterogeneous environments for future networks, where several networks will be available to mobile users as they move around.

In order to further validate our approach, we need to look at a real scenario using a VANET testbed and this is presented in the following section to show how $\alpha$ and $\beta$ are calculated for VANET networks.

**VII. APPLICATION OF PROACTIVE RESOURCE ALLOCATION TO VEHICULAR ENVIRONMENTS**

**A. MDX VANET Testbed**

The deployment of Connected and Autonomous Vehicles (CAVs) will change the way we live. In particular, Connected Vehicles will allow us to build an Intelligent Transport System (ITS) in which there is strong cooperation between vehicles and the transport infrastructure. This is referred to as Cooperative-ITS (C-ITS). The deployment of C-ITS will lead to better traffic and road management, shorter journey times, less accidents, better collision avoidance mechanisms and increased efficiency in the management of major disasters.

In order to understand this coming age, it is necessary to build new technologies, testbeds and applications that will give us insight into this brave new world. The Department for Transport (DfT) and Middlesex University have built a Connected Vehicle Testbed using ETSI ITS-G5 (also known as VANET) technology. The testbed has been built on the Hendon Campus in London and surroundings roads and also extends along the A41 (Watford Way), a key motorway into Central London, which runs behind the campus. A total of seven RSUs were used. The testbed is now fully operational and trials have begun to fully understand the technology and issues around its wide-scale deployment as well as communication dynamics to achieve seamless communication for this environment.

In this paper, we are using three RSUs deployed on the A41 to reflect the scenario shown in Fig. 4. The NDD of three RSUs deployed on A41 highway and also the overlapping coverage are shown in Fig. 16. The measured values of these parameters are shown in Table IV. The speed limit on A41 Watford Way is 50 Mph (22.352 mps) and assuming that there is no speeding, dwell times can be calculated with the known dwell distance as shown in Table IV. The table also shows the overlapping distance between (RSU1, RSU2) and (RSU2, RSU3). This dwell time for the overlapping distance will be the Time to Handover as that will be the maximum time a MN will have with the given velocity to have a successful soft handover for seamless communication. An important observation with these coverage readings are that the NDD and the overlapping distance will not be same for every RSU: they will change based on the deployment of the RSUs. The deployment of the RSUs, in-turn, will be dependent of the geographical features of the location of the vehicular network. Therefore, the network infrastructure has to be dynamic and intelligent enough to know its coverage and use this information to achieve a proactive intelligent edge infrastructure to support proactive handover and resource allocation.

In order to demonstrate the calculation of contention probabilities for the NDDs of the RSUs, let us consider two vehicles $M_A$ and $M_B$. Since the NDD of the RSUs are known, the average $\bar{c}$ for both MNS for all three RSUs can be calculated and in turn $\bar{N}$ can also be calculated as explained previously. We know from [16] that the handover execution time is 4s and let us assume that the wait time of a request in the queue is given as 6s so that the request does not queue up long before it needs the resource from next network. Here, we assume that...
TABLE IV
COMMUNICATION COVERAGE SEGMENTATION DISTANCE AND TIME.

<table>
<thead>
<tr>
<th>RSU No.</th>
<th>NDD</th>
<th>( N )</th>
<th>( h )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSU 1</td>
<td>974 m</td>
<td>43.57 s</td>
<td>4 s</td>
<td>39.57 s</td>
</tr>
<tr>
<td>RSU 2</td>
<td>1390 m</td>
<td>62.19 s</td>
<td>4 s</td>
<td>58.19 s</td>
</tr>
<tr>
<td>RSU 3</td>
<td>1140 m</td>
<td>51.00 s</td>
<td>4 s</td>
<td>47.00 s</td>
</tr>
</tbody>
</table>

Overlapping Distance
- RSU 1 & RSU 2: 173 m, 7.74 s
- RSU 2 & RSU 3: 828 m, 37.04 s

\( \mathcal{T} \) is 20s in order to make sure that if there is a full contention with other requests for the new network, the MN gets enough time to contest for resources in an alternative network. During contention, it is possible that \( N \) can be very small and therefore it is necessary to choose a suitable network to avoid frequent handover.

B. Results and Discussion

All the results shown in this section is computed for RSU 1’s NDD. Fig. 17 shows the probability of having a Full Contention for \( MN_A \) i.e., \( \alpha_A \) before entering the proactive resource allocation queue. The probability is calculated for two cases: keeping velocity of \( MN_A \) constant at 30 Mph and changing the average velocity of other incoming requests represented by \( MN_B \) from 10 to 70 Mph which is shown as the black line in Fig. 17. In this case, \( \alpha_A \) increases as the velocity of other incoming requests is increased because the higher velocity ensures that these requests from the other vehicles will reach the queue more quickly and hence there is a higher possibility that \( MN_A \) will be rejected due to Full Contention with these faster requests. In the second scenario, the average velocity of the incoming requests i.e., \( MN_B \) is kept constant at 30 Mph while the velocity of \( MN_A \) is varied from 10 to 70 Mph which is shown as red line in Fig. 17. Here, \( \alpha_A \) decreases due to the increase in velocity of \( MN_A \) relative to other incoming requests. This ensures that \( MN_A \)'s request will reach the queue faster. Hence, \( \alpha_A \) decreases as the velocity of \( MN_A \) increases. In addition, \( \alpha_A \) for \( MN_A \) and \( MN_B \) are equal at 30 Mph as the velocity of both the nodes become equal which shows that the probability of Full Contention becomes equal for both requests.

Fig. 17. Probability of \( \alpha \) when \( MN_A \) has full contention

Fig. 18 shows the probability of having a Full Contention in the proactive contention queue (\( \beta \)) for an incoming request: in this case let us consider \( MN_A \). In the first case for calculating \( \beta \), an average velocity (30 Mph) was considered for all the requests in proactive contention queue to avoid complexity and to demonstrate the importance of \( \beta \). The probability is calculated for 10 to 70 Mph for \( MN_A \) which is shown as green line in Fig. 18. We can observe that the \( \beta \) value is decreasing exponentially as the velocity increases which means that \( \beta \) decreases as \( N \) decreases. This is due to the fact that the time spent by \( MN_A \) in the contention queue gets smaller as the velocity increases relative to the average velocity of the requests in the contention queue. Therefore, the effect of \( \beta \) on \( MN_A \) decreases as the velocity increases.

In the second case where a velocity of 30 Mph was considered for the incoming request \( MN_A \) and the probability is calculated for 10 to 70 Mph, which denoted a practical range of average velocities for the requests in the contention queue, shown as black line in Fig. 18. The effect of \( \beta \) is the same as previous case and this is because \( \beta \) is the summation of both incoming request and the requests in the queue, i.e., \( 30 + 10 \Rightarrow 10 + 30 \).

Calculating \( \beta \) accurately is very important so that the requests leaving contention queue due to Full Contention can be served by an alternative network. Since, \( \beta \) is dependent on the values of \( N \) and \( \mathcal{T} \) of each request in the queue and new incoming request, therefore, a detailed analysis is required to accurately model \( \beta \) for any vehicular network. By this approach a seamless communication can be achieved.

\[
(1 - \alpha) \times (1 - \beta)
\]

The probability of a request reaching the channel queue based on \( \alpha \) and \( \beta \) is as shown in Equation. 26. Fig. 19 shows a general probability of a request reaching the channel queue for all \( \alpha \) and \( \beta \) value combinations from 0 to 1. The resultant probability is a 3D plane which shows the effect of \( \alpha \) and \( \beta \) in acquiring a resource. This can be further explored to find an optimal working space to build a proactive resource allocation algorithm which can be used in mobile networks to improve overall performance.

VIII. CONCLUSION & FUTURE WORK

This paper has explored a new proactive resource allocation approach by analysing the contention among various users.
in trying to acquire a communication channel in a wireless network using two key parameters; Time to get Resource and Resource Hold Time. We introduced two proactive queuing models, the first calculates the probability that a Mobile Node will never acquire a channel amongst various simultaneous requests and so mobile nodes can be instructed to do a handover to another network. The second case added a further refinement by introducing the concept of a proactive contention queue which is used to analyse users waiting to acquire the channel before they reach the coverage of the next network. The results show that the proactive approach leads to better management of network resources and significantly improves the overall system performance in terms of mean response time and throughput. Methods to calculate $\alpha$ and $\beta$ have been explored and the application of this approach has been demonstrated in a Vehicular Ad-hoc Network testbed. Finally, the approach shown in this paper can be applied to multi-access networks. For future work we will investigate the methods to calculate $\alpha$ and $\beta$ more accurately for any given scenario. In addition, there is a need to explore an optimum operational space using these methods.
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